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Abstract. Zero-cost proxies are nowadays frequently studied and used
to search for neural architectures. They show an impressive ability to pre-
dict the performance of architectures by making use of their untrained
weights. These techniques allow for immense search speed-ups. So far
the joint search for well-performing and robust architectures has received
much less attention in the field of NAS. Therefore, the main focus of zero-
cost proxies is the clean accuracy of architectures, whereas the model ro-
bustness should play an evenly important part. In this paper, we analyze
the ability of common zero-cost proxies to serve as performance predic-
tors for robustness in the popular NAS-Bench-201 search space. We are
interested in the single prediction task for robustness and the joint multi-
objective of clean and robust accuracy. We further analyze the feature
importance of the proxies and show that predicting the robustness makes
the prediction task from existing zero-cost proxies more challenging. As
a result, the joint consideration of several proxies becomes necessary to
predict a model’s robustness while the clean accuracy can be regressed
from a single such feature.
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1 Introduction

Neural Architecture Search (NAS) [7I34] seeks to automate the process of de-
signing high-performing neural networks. This research field has gained immense
popularity in the last years, with only a few NAS papers in 2016 to almost 700 in
2022 [34]. The ability of NAS to find high-performing architectures, capable of
outperforming hand-designed ones, notably on image classification [39], makes
this research field highly valuable. However, classical approaches like reinforce-
ment learning [39/I8] or evolutionary algorithms [26] are expensive, which led
to a focus-shift towards improving the search efficiency. Therefore different ap-
proaches such as one-shot methods [20] or performance prediction methods [35]
were introduced. Recently, zero-cost proxies (ZCP) [23], as part of performance
prediction strategies, were developed. These proxies build upon fast computa-
tions, mostly in one single forward and backward pass on an untrained model,
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and attempt to predict the accuracy that the underlying architecture will have
after training. In recent years, several zero-cost proxies were introduced [23|[1],
including simple architectural baselines as FLOPS or the number of parameters.
NAS-Bench-Suite-Zero [14] provides a more in-depth analysis and evaluates 13
different ZCPs on 28 different tasks to show the effectiveness as a performance
prediction technique.

So far, the main focus of NAS research was the resulting performance of
the architectures on a downstream task. Another important aspect of networks,
namely their robustness, has been less addressed in NAS so far. Most works
targeting both high accuracy and a robust network rely on one-shot methods
[12/24]. However, using only ZCPs as a performance prediction model for the
multi-objective has not been addressed. The search for architectures that are
robust against adversarial attacks is especially important for computer vision
and image classification since networks can be easily fooled when the input data
is changed using slight perturbations that are even invisible to the human eye.
This can lead to networks making false predictions with high confidence.

This aspect is particularly important in the context of NAS and ZCPs be-
cause the search for robust architectures is significantly more expensive: an the
architecture’s robustness is to be evaluated on trained architectures against dif-
ferent adversarial attacks [SUT6J4].

In this paper, we therefore address the question: How transferable are the
accuracy-focused ZCPs to the architecture’s robustness? A high-performing ar-
chitecture is not necessarily robust. Therefore, we analyze which ZCPs perform
well for predicting clean accuracy, which are good at predicting robustness, and
which do well at both. For our evaluation, we leverage the recently published ro-
bustness dataset [I3] which allows for easily accessible robustness evaluations on
an established NAS search space [6]. Since every ZCP provides a low-dimensional
(scalar) measure per architecture, we understand each ZCP as a feature dimen-
sion in a concatenated feature vector and employ random forest regression as a
predictor of clean and robust accuracy. This facilitates not only the evaluation of
the performance or correlation of the different measures with the prediction tar-
get but also to gain direct access to every proxy’s feature importance compared
with all others.

Our evaluation of all ZCPs from NAS-Bench-Suite-Zero allows us to make
the following observations:

— While the correlation of every single ZCP with the target is not very strong,
the random forest regression allows predicting the clean accuracy with very
good and the robust accuracy with good precision.

— As aresult, we expect that leveraging several ZCPs simultaneously will allow
for NAS with the aim to find robust architectures, while every single ZCP
will likely not provide the needed information.

— When analyzing the feature importance, ZCPs using Jacobian-based infor-
mation generally carry the most employed information.

— The analysis of the feature importance for robust model accuracy prediction
confirms that various ZCPs contribute strongly to the overall prediction.
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2 Related Work

2.1 Zero-Cost Proxies for NAS

NAS is the process to automate the design of neural architectures with the goal
to find a high-performing architecture on a particular dataset. In the last few
years, this research field gained immense popularity and is able to surpass hand-
designed neural architectures on different tasks, especially on image classifica-
tion. See [34] for a survey. For fast search and evaluation of found architectures,
many NAS methods make use of performance prediction techniques via surro-
gate models. The surrogate model predicts the performance of an architecture,
without the need of training the architecture, with the goal to keep the query
amount (i.e. the amount necessary training data to train the surrogate model)
low. Each query means one full training of the architecture, therefore, successful
performance prediction-based NAS methods are able to use only a few queries.
[3212733I36)22] show improved results using surrogate models keeping the query
amount low. However, these methods use the validation or test accuracy of the
architecture as a target and require high computation time. In order to pre-
dict the performance of an architecture without full training, zero-cost proxies
(ZCPs), measured on untrained architectures, can be used [23]. The idea is that
these ZCPs, which often require only one forward and one backward pass on a
single mini-batch, are somehow correlated with the resulting performance of the
architecture after full training. [23] originally used ZCPs for NAS by analyzing
the linear regions and how well they are separated. In contrast, [I] uses pruning-
at-initialization techniques ([I7I31I29]) as ZCPs. The best performing ZCP in
[1] synflow is data-independent, which does not consider the input data for the
proxy calculation. Another data-independent architecture was proposed by [19].
Other approaches use the neural tangent kernel for faster architecture search [2].

The recent benchmark NAS-Bench-suite zero [14] compares different ZCPs on
different NAS search spaces and shows how they can be integrated into different
NAS frameworks. Other works include ZCPs into Bayesian optimization NAS
approaches (as for example [28/35]) and one-shot architecture search [37]. In
contrast, this paper evaluates how well ZCPs can predict the robust accuracy
of a model under adversarial attacks, and demonstrates (surprising) success in
combining different ZCP features in a random-forest classifier.

2.2 Robustness in NAS

Compared to searching for an architecture with the single objective of having a
high performance, including the architecture’s robustness results in an even more
challenging task that requires a multi-objective search. Recent works that search
for both high-performing and robust architectures combine both objectives in
one-shot search approaches [952412]. [5] includes a parameter constraint in the
supernet training in order to reduce the Lipschitz constant. Also [12] adds ad-
ditional maximization objectives, the certified lower bound and Jacobian norm
bound, to the supernet training. [24] includes the loss landscape of the Hessian
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into the bi-level optimization approach from [20]. In contrast to these additional
objectives, [9] proposes adversarial training of the supernet training for increased
network robustness. The recent robustness dataset [I3] facilitates this research
area. All 6466 unique architectures in the popular NAS cell-based search space,
NAS-Bench-201 [0], are evaluated on four different adversarial attacks (FGSM
[8], PGD [16], APGD and Square [4]) with different attack strengths on three dif-
ferent image datasets, CIFAR-10 [15], CIFAR-100 [15], and ImageNet16-120 [3].

3 Background on Zero-Cost Proxies

As presented in NAS-Bench-Suite-Zero [14], we can differentiate the proxies into
different types: Jacobian-based (%), pruning-based (#), baseline (M), piecewise-
linear (), and also Hessian-based (e) zero-cost proxies. In the following, we will
provide more information about the ZCPs, which we evaluate in this paper.

3.1 Jacobian-based

Mellor et al. [23] were the first to introduce ZCPs into NAS, by analyzing the
network behavior using local linear operations for each input x; € R” in the
training data mini-batch, which can be computed by the Jacobian of the network
for each input. The idea is based on the fact that a resulting well-performing
untrained network is supposed to be able to distinguish the local linear operations
of different data points. For that, the metric jacov was introduced, which is using
the correlation matrix of the Jacobian as a Gaussian kernel. The score itself is the
Kullback-Leibler divergence between a standard Gaussian and a Gaussian with
the mentioned kernel. Therefore, the higher the score, the better the architecture
is likely to be.

Building on that, [23] further introduced nwot (Neural Architecture Search
without Training), which forms binary codes, depending on whether the recti-
fied linear unit is active or not, which define the linear region in the network.
Similar binary codes for two input points indicate that it is more challenging to
learn to separate these points. [2I] developed nwot even further by introducing
epe-nas (Efficient Performance Estimation Without Training for Neural Archi-
tecture Search). The goal of epe-nas is to evaluate if an untrained network is able
to distinguish two points from different classes and equate points from the same
class. This is measured by the correlation of the Jacobian (jacov) for input data
being from the same class. Therefore, the resulting correlation matrix can be
used to analyze how the network behaves for each class and thus may indicate
if this network can also distinguish between different classes.

As an alternative to these methods, [I] proposed a simple proxy, grad-norm,
which is simply the sum of the Euclidean norm of the weight gradients.

So far, these Jacobian-based measurements focused on the correlation with
the resulting clean performance of architectures. In this paper, we are also inter-
ested in the correlation and influence on the robust accuracy of the architecture.
As also used in [13], [12] combined the search for a high-performing architecture
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that is also robust against adversarial attacks, by including the Frobenius norm
of the Jacobian (jacob-fro) into the search. As introduced in [I1] the change
of the network output, when a perturbed data point x; + €, e € RP is the input
to the network instead of the clean data point X;, can be used as a measurement
for the robustness of the architecture: the larger the change, the more unstable
is the network in case of perturbed input data. This change can be measured by
the square of the Frobenius norm of the difference of the network’s prediction
on perturbed and unperturbed data.

3.2 Pruning-based

Pruning-based ZCPs are based on network pruning metrics, which identify the
least important parameters in a network at initialization time. [I7] introduced a
measurement, snip (Single-shot Network Pruning), which uses a connection sen-
sitivity metric to approximate the change in the loss, when weights with a small
gradient magnitude are pruned. Based on that, [31I] improves snip by approx-
imating the change in the loss after weight pruning in their grasp (Gradient
Signal Preservation) metric. Lastly, [29] investigated these two pruning-based
metrics in terms of layer collapse, and proposes synflow, which multiplies all
absolute values of the parameters in the network, which is independent of the
training data.

In contrast to that, [30] obtains and aggregates the Fisher information fisher
for all channels in a convolution block, to identify the channel with the least
important effect on the network’s loss.

3.3 Piecewise Linear

[19] proposes the zen score, motivated the observation that a CNN can be also
seen as a composition of piecewise linear functions being conditioned on activa-
tion patterns. Therefore, they propose to measure the network’s ability to express
complex functions by its Gaussian complexity. This score is data-independent
since both the network weights and the input data are sampled from a standard
Gaussian distribution.

3.4 Hessian-based

As mentioned in Sec. [31] the goal for ZCP research was mainly motivated by
finding a measurement, which is correlated with the network’s performance after
training. In this paper, we want to shift the focus towards the robustness of archi-
tectures, which is also a crucial aspect of neural architectures. [24] also included
the robustness as a target for architecture search, by considering the smooth-
ness of the loss landscape of the architecture. [38] investigated the connection
between the smoothness of the loss landscape of a network and its robustness,
and shows that the adversarial loss is correlated with the biggest eigenvalue of
the Hessian. A small Hessian spectrum implies a flat minimum, whereas a large
Hessian spectrum, implies a sharp minimum, which is more sensitive to changes
in the input and therefore can be more easily fooled by adversarial attacks.



6 J. Lukasik et al.

3.5 Baselines

In addition to the above mentioned developed ZCPs, basic network information
have also been successfully used as ZCPs [II25]. The most common baseline
proxies are the number of FLOPS (flops) as well as the number of parameters
(params). In addition to these, [I] also considers the sum of the L2-norm of
the untrained network weights, 12-norm, and the multiplication of the network
weights and its gradients, plain.

4 Feature Collection and Evaluation

In the following, we are going to describe our evaluation setting.

4.1 NAS-Bench-201

NAS-Bench-201 [6] is a cell-based search space [34], in which each cell has 4
nodes and 6 edges. The node represents the architecture’s feature map and
each edge represents one operation from a predefined operation set. This opera-
tion set contains 5 different operations: 1 x 1 convolution, 3 x 3 convolution, 3 X
3 avg.pooling, skip — connection, zero. The cells are integrated into a macro-
architecture. The overall search space has a size of 56 = 15625 different architec-
tures, from which 6 466 architectures are unique and non-isomorphic. Isomorphic
architectures have the same information flow in the network architecture, result-
ing in similar outcomes and only differ due to numerical reasons. All architectures
are trained on three different image datasets, CIFAR-10 [15], CIFAR-100 [I5],
and ImageNet16-120 [3].

4.2 Neural Architecture Design and Robustness Dataset

The dataset by [13] evaluated all the unique architectures in NAS-Bench-201 [6]
against three white-box attacks, i.e., FGSM [§], PGD [16], APGD [], as well as
one black-box attack, Square Attack [4] to evaluate the adversarial robustness of
the architectures, given by the different topologies. In addition, all architectures
were also evaluated on corrupted image datasets, CIFAR-10 C and CIFAR-100-
C [1I0]. Along with these evaluations, the dataset also shows three different use
cases, on how the data can be used: evaluation of ZCPs for robustness, NAS on
robustness, and an analysis of how the topology and the design of an architecture
influence its resulting robustness. This dataset also provides evaluations for the
Frobenius norm from Sec. and the biggest eigenvalue of the Hessian from
Sec. [34] as two zero-cost proxies for their first use case. Note, the latter proxy,
the Hessian, was only evaluated on the CIFAR-10 image data [I5].

4.3 Collection

Both datasets [T4UT3] provide us with the necessary proxies for the NAS-Bench-
201 [6] search space evaluations. Therefore we will analyze 15 different proxies
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Fig.1: Kendall tau rank correlation in absolute values between all zero-cost
proxies computed on all architectures given in the robustness dataset [13] to the
test accuracy and adversarial attacks for CIFAR-10.

for 6466 architectures on three different image datasets. Note, the ZCPs in
[14] were evaluated on the validation accuracy, while [I3] provide test accuracy
information. We will focus here on the test accuracies.

5 Evaluations of Zero-Cost Proxies

As presented in Sec. [d] we can directly gather all proxies. Having these at hand
allows us to evaluate the correlation, influence and importance of each proxy
not only on the clean test accuracy of the architectures but also on their robust
accuracy.

5.1 Correlation

Figure [I]shows the Kendall tau rank correlation in absolute values between each
ZCP and all available accuracies, from clean test accuracy to all adversarial at-
tack test accuracies (fgsm, pgd, aa-apgd-ce, aa-square) on CIFAR-10. For the
correlation plots on CIFAR-100 and ImageNet16-120 we refer to the supplemen-
tary material. The Jacobian-based proxies (especially jacov and nwot) and the
baseline proxies show the highest correlation over all datasets, especially for the
FGSM attack. Furthermore, the large correlation within the same attack over
different strengths of € values stays steady. However, the more difficult the attack
gets, from FGSM over PGD to APGD, the larger is the correlations decrease.
Interestingly, the zen proxy has the lowest correlation with each test accuracy.
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Table 1: Test R? of the random forest prediction model for both single objective
and multi objectives on the clean test accuracy and the robust test accuracy for
e =1/255.

Test Accuracy e = 1/255
Dataset Single Objective Multi Objective
Clean|FGSM|PGD|APGD|Squares||Clean-|Clean-| Clean-| Clean-
‘ ‘ ‘ ‘ FGSM| PGD |APGD|Squares

0.86
0.82
0.85

0.82
0.85
0.90

0.81
0.83
0.88

0.75
0.68
0.76

0.92
0.86
0.78

0.66
0.73
0.87

0.65
0.69
0.84

0.88
0.75
0.65

0.97
0.96
0.93

CIFAR-10
CIFAR-100
ImageNet16-120

Feature importances - clean and fgsm@Linf, eps=1.0 Feature importances - clean and pgd@Linf, eps=1.0

M clean and pgd@Linf, eps=1.0
W clean
M pgd@Linf, eps=1.0

12_normMF B clean and fgsm@Linf, eps=1.0
T B clean
B fgsma@Linf, eps=1.0

0 0.2 0.4 0.6 04 06

Feature importances - clean and aa_apgd-ce@Linf, eps=1.0

B clean and aa_square@Linf, eps=1.0
W clean
B 22 square@Linf, eps=1.0

12_normBE M clean and aa_apgd-ce@Linf, eps=1.0
= W clean
B 22 apgd-ce@Linf, eps=1.0

0 02 0.4 0.6 04 06

Fig. 2: Feature importance of the random forest prediction model trained on 80%
of the data provided in [I3] with all zero-cost proxies as features and multi targets
being clean test accuracy and different adversarial accuracies on CIFAR-10.

5.2 Feature Importance

In the following we want to analyze the ability of ZCPs to be used as features
to predict the robust accuracy as a single objective target, as well as the multi-
objective target, for both clean and robust accuracy.

For that we split the architecture dataset (6466 architectures from [I3]) into
80% training and 20% test data to train a random forest regression model, that
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takes as input a feature vector of all concatenated ZCPs. We use the default
regression parameters, with 100 numbers of trees and the mean squared error as
the target criterion. For a better overview, we will consider the attack e value of
1/255 for all the following experiments. We first analyze the prediction ability
itself in Tab. [1| by means of the R? score of the prediction model on the test
dataset. As we can see, the random forest prediction model is able to predict
the single accuracy (clean and robust) and the multi-objective accuracies in a
proper way, while the prediction of the clean accuracy seems to be the easiest
task, where R? values of 0.93 to 0.97 are reached.

Next, we are interested in the feature importance of individual ZCPs. So far
the ZCPs in NAS-Bench-Suite-Zero are motivated by their correlation with the
resulting clean accuracy of the architectures. Yet, how well can they be trans-
ferred to the more challenging task of robust accuracy and even more challeng-
ing than that, the multi-objective task? High clean accuracy does not necessarily
mean that a network is also robust. Therefore we use all ZCPs from NAS-Bench-
Suite-Zero [14] and the robustness dataset [13], which we already presented in
Sec. [3] as feature inputs for the random forest prediction model and calculate
their importance as the mean variance reduction (Gini importance). Note that
in this measure, the comparison of correlated features needs to be considered
with caution. Fig. [2] visualizes the feature importance on the CIFAR-10 image
datasets for all adversarial attacks with e = 1/255 for all three use cases: clean
test accuracy, robust test accuracy, both test and robust accuracy. The latter one
is used as the bar plot alignment. As we can see, jacov is the most important
feature for both the clean test accuracy and the multi-objective task, except for
FGSM. Interestingly, the Top 5 most important ZCPs are all different for all
considered adversarial attacks.

If we look at the feature importance for CIFAR-100 (Fig. [3)), we can see that
the Top 4 most important features for clean and robust accuracy are always the
same, with the Jacobian-based ZCP nwot being the most important one. Note
here, for CIFAR-100 the rank correlation decreases the most for more difficult
attacks.

When we turn now to ImageNet16-120, the ranking of the feature importance
is the same for all considered attacks. Also there, a Jacobian-based ZCP, in this
case jacov, is the most important feature.

We can see, that the most important features for clean accuracy are also
important for the architecture’s robust accuracy. In total, Jacobian-based ZCPs,
especially jacov and nwot, seem to be the considerable measures for all different
prediction tasks, ranging from single clean and robust accuracy prediction to
the multi-objective prediction task. Noticeable is the high feature importance of
snip for the single robust accuracy prediction task for both CIFAR datasets.

Interestingly, we can see that the task of robust accuracy prediction becomes
more difficult on all three image datasets and attacks (see smaller R? values in
Tab. in comparison to the multi-objective task. In addition, Fig. and
[] give the impression that solely the most important feature could be used to
predict the clean accuracy.
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Feature importances - clean and fgsm@Linf, eps=1.0 Feature importances - clean and pgd@Linf, eps=1.0

B clean and fgsm@Linf, eps=1.0

M clean and pgd@Linf, eps=1.0
W clean W clean
B fgsm@Linf, eps=1.0 M pgd@Linf, eps=1.0
03 04 05 06 0 01 02 03 04 05 06
Feature importances - clean and aa_apgd-ce@Linf, eps=1.0 Feature importances - clean and aa_square@Linf, eps=1.0
nwobk: nwot k E—
Jacov! Jjacovik!
menvE— senvE—
synflow==_ synflow$=
jacob_frok= paramsB=
fisher¢ jacob_frok =
paramsiliz flopsBE
flopsBE fisher§in
graspél— grad_normx =
snip$i 12_norm@E
12_normME anipdi
grad_normks B clean and aa_apgd-ce@Linf, eps=1.0 graspbs W clean and aa_square@Linf, eps=1.0
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Fig. 3: Feature importance of the random forest prediction model trained on 80%
of the data provided in [I3] with all zero-cost proxies as features and multi targets
being clean test accuracy and different adversarial accuracies on CIFAR-100.

Table 2: Test R? of the random forest prediction model using the most impor-
tant feature for both single objectives and multi objectives on the clean test
accuracy and the robust test accuracy for e = 1/255.

Test Accuracy ¢ = 1/255

Dataset Single Objective Multi Objective
Clean FGSM PGD APGD Squares Clean- Clean- Clean- Clean-
‘ ‘ ‘ ‘ FGSM PGD| APGD| Squares
CIFAR-10 jacov 0.84 snip 0.41|jacov -0.31|jacov 0.002 snip 0.16|| snip 0.37| jacov0.26|jacov 0.42|jacov 0.54
CIFAR-100 nwot 0.74 snip 0.12| nwot 0.09| nwot 0.28|jacov -0.004|| nwot 0.42| nwot 0.42| nwot 0.51| nwot 0.31
ImageNet16-120||jacov 0.61|jacov -0.003| jacov 0.58| jacov 0.64| jacov 0.44||jacov 0.31|jacov 0.60|jacov 0.63|jacov 0.52

Therefore, we analyze in Tab. [2] the prediction ability using only the most
important feature for all considered tasks, respectively. As we can see the re-
duced R? values show that the joint consideration of several proxies is necessary
to predict a model’s robustness, while the clean accuracy can be regressed from
only one such feature. Concluding, considering only one ZCP for the more diffi-
cult task of robust accuracy prediction (single and multi-objective) hinders the
prediction ability.
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Feature importances - clean and fgsm@Linf, eps=1.0 Feature importances - clean and pgd@Linf, eps=1.0
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Fig. 4: Feature importance of the random forest prediction model trained on 80%
of the data provided in [I3] with all zero-cost proxies as features and multi targets
being clean test accuracy and different adversarial accuracies on ImageNet16-
120.

Table 3: Test R? of the random forest prediction model for the multi-objective
task for e = 1/255 without the most important feature for the FGSM and
PGD, respectively.

Test Accuracy ¢ = 1/255

Dataset Multi Objective
Clean-FGSM|Clean-PGD
CIFAR-10 0.92 0.79
CIFAR-100 0.87 0.83
ImageNet16-120 0.72 0.81
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Fig.5: Feature importance of the random forest prediction model trained on
80% of the data provided in [I3] without the most important feature from
Tables [ for FGSM, and PGD at e = 1/255. (top): CIFAR-10, (middle):
CIFAR-100, (bottom): ImageNet16-120.



An Evaluation of Zero-Cost Proxies 13
5.3 Feature Importance excluding Top 1

From the previous section it became clear that using one zero cost proxy as a
feature is not sufficient to predict the robustness of an architecture. This leads to
the next question if the regression model can still make good predictions, using
all ZCPs except the most important one.

The comparison of Tab. |1| with Tab presents only a slight decrease in R?
values. The prediction ability for the clean accuracy and FGSM robust accuracy
on CIFAR-10, as well as for the clean accuracy and PGD accuracy on CIFAR-100
even remained the same.

We also plot the updated feature importances in Fig. [ for all ZCPs with-
out the most important one from the previous section for FGSM and PGD.
CIFAR-100 (middle) and ImageNet16-120 (bottom) show a new most distinc-
tive important feature, which is in both cases a Jacobian-based one. If we turn
towards CIFAR-10 (top) there is no such distinctive important feature and rather
a steady decrease in importance from one feature to the other.

6 Conclusion

In this paper, we presented an analysis of 15 zero-cost proxies with regard to
their ability to act as performance prediction techniques for architecture ro-
bustness using a random forest. We made use of two provided datasets, NAS-
Bench-Suite-Zero and a robustness dataset, which allows fast evaluations on the
here-considered NAS-Bench-201 search space. Commonly, these zero-cost prox-
ies are targeting the clean accuracy of architectures. Therefore, our analysis
shows that the prediction of robustness is a more difficult task. Additionally, we
investigated the feature importance of these zero-cost proxies. We found that,
although the correlation of single zero-cost proxies with the robust accuracy
of neural networks is quite weak, the signal contained in several such proxies
considered simultaneously provides strong indication of a network’s robustness.
Thus, we conclude that (1) zero-cost proxies can, in principle, be used for NAS
to search for robust architectures, and (2) unlike NAS for best clean accuracy,
which usually employs a single proxy, NAS for robust architectures will need to
leverage a multitude of zero-cost proxies in practice. At the same time, we see
that the use of multiple proxies is beneficial even when regressing a network’s
clean accuracy. Future directions using zero-cost proxies in the NAS research
should therefore consider the usage of several proxies with different underlying
information instead of focusing only on one best proxy which should fit all tasks.
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