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Abstract. It is common for domain experts like physicians in medi-
cal studies to examine features for their reliability with respect to a
specific domain task. When introducing machine learning, a common
expectation is that machine learning models use the same features as
these human experts to solve a task, but that is not always the case.
Moreover, datasets often contain features that are known from domain
knowledge to generalize badly to the real world, referred to as biases.
Current debiasing methods only remove such influences. To additionally
integrate the domain knowledge about well-established features into the
training of a model, their relevance should be increased. We present a
method that allows the manipulation of the relevance of features by ac-
tively steering the model’s feature selection during the training process.
That is, it allows both the discouragement of biases and encouragement
of well-established features to incorporate domain knowledge about the
feature reliability. We model our objectives for actively steering the fea-
ture selection process as a constrained optimization problem, which we
implement via a loss regularization that is based on batch-wise feature
attributions. We evaluate our approach on a novel synthetic regression
dataset and a dataset from the computer vision domain. We observe that
it successfully steers the features a model selects during the training pro-
cess. This is a strong indicator that our method can be used to integrate
domain knowledge about well-established features into a model.

Keywords: Feature Steering · Domain Knowledge Integration · Feature
Relevance · Trustworthy AI.

1 Introduction

Being able to explicitly manipulate how models utilize features to derive their
predictions enables diverse opportunities. In particular, it can be used to improve
generalization and interpretability [21] of model predictions.

One motivation for the active interference in a model’s feature selection pro-
cess is a training distribution that contains biases. Biases are a common problem
in computer vision [46]. The term describes features that are only spuriously cor-
related with the label in the training distribution. If a model bases its predictions
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on such a bias, it fails to generalize to the real world. If it is known from do-
main knowledge which features constitute a bias, it is desirable to reduce their
influence on the model’s prediction process.

In addition to discouraging biases, it can also be desirable to encourage the
influence of features on the model’s prediction process if they are known from
domain knowledge to be particularly well-established. This is not only expected
to improve generalization but, similarly to debiasing, it could also increase trust
in the model’s decisions. An example of such domain knowledge are results from
medical studies like the ABCD rule introduced by Nachbar and Stolz [31] for
the identification of malignant melanoma. Because State-of-the-art models only
base their predictions on some but not all of the features proposed by this rule
[39], it provides a suitable illustration of the need for active steering of feature
selection.

We show that it is not only possible to discourage but also to encourage the
influence of features on a model’s prediction process. We present a method that
actively steers the influence of features via loss regularization during the training
process. Our feature steering approach models the desire for correct predictions
and intervention in the model’s feature selection process as a multi-objective op-
timization problem and solves it via the weighted sum method [24]. We evaluate
our method on a small regression problem to which we add redundancy and the
more complex Colored MNIST dataset [2].

2 Related Work

Most prior work that relates to feature steering has been designed for debias-
ing [42,22,41,38]. Debiasing describes a special case of feature steering that is
limited to discouraging a model from basing its predictions on features that are
known to generalize badly to the real world. This situation occurs if a feature is
spuriously correlated to the label in the training distribution indicating a causal
link between the feature and label, even though this causal link does not exist in
the test distribution [18]. We refer to these features as biases. Debiasing covers
a diverse set of methods [26,33]. Not all approaches to debiasing are related to
our feature steering since their design can be very problem-specific.

Both debiasing and our feature steering method belong to explanation-guided
learning (EGL). Gao et al. [13] presented an extensive survey including a theoret-
ical definition for this concept. While explainable AI (XAI) [1,4,17] attempts to
generate explanations for model predictions, it does not examine how to improve
a model’s behavior based on these explanations. EGL attempts to integrate the
acquired knowledge by simultaneously optimizing for both generalization and the
desired properties of the explanations. In our case, the explanations are batch-
wise feature attributions, which we attempt to align with the feature steering
objectives.

Conceptually, our method shares similarities with an approach proposed by
Erion et al. [11]. The authors also proposed a general framework to align feature
attributions with domain knowledge. Contrary to our method, they considered
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the relative importance between features. Moreover, the authors focussed on
the integration of domain knowledge about the higher-level properties of the
relationships between features to increase performance. We, however, are inter-
ested in priors on the selection of features motivated by interpretability and the
improvement of generalization.

Implementation-wise, we perform loss regularization to align the feature at-
tributions with domain knowledge. Ross et al. [42] introduced a loss-based reg-
ularization approach to EGL. They added a penalty term to the original loss
function that integrates domain knowledge via feature attributions generated
with input gradients [3]. Rieger et al. proposed contextual decomposition ex-
planation penalization (CDEP) [41], which similarly utilizes penalty terms to
perform debiasing. The authors generated their feature attributions with con-
textual decomposition [30,44], which enabled them to integrate priors about the
interaction of features. Reimers et al. also performed debiasing via loss-based
regularization [38]. Contrary to the other two approaches, their model-agnostic
feature attribution method allowed them to apply their method to features that
cannot explicitly be modeled as part of the model inputs. Debiasing via loss-
based regularization is also applicable to natural language processing as has been
shown by Liu and Avci [22]. We differ from the aforementioned methods with
respect to the regularization objective: We are not only interested in decreasing
the influence of biases but also in increasing the influence of well-established
features.

3 Method

Goal. Our goal is to perform feature steering, that is, to manipulate the influ-
ence of specific features on the prediction process of a model during the training
process. We want to (1) discourage the usage of undesired features like biases
and (2) encourage the usage of desired features identified from domain knowl-
edge. Toward these goals, we implement this via a penalty term that is added
to the original loss function.

3.1 Feature Steering

We implement feature steering building upon existing regularization concepts
[15, p. 117]. Out of the many different regularization techniques [29], we fo-
cus on the modification of the loss function. Specifically, we use penalty terms
to incorporate constrained optimization, which allows us to explicitly alter the
targeted optimum.

Feature steering can be defined as a constrained optimization problem: On
the one hand, we want the model to generate correct predictions via a maximum-
likelihood estimation of its parameters and on the other hand we are interested
in decreasing or increasing the relevance of certain features. Related debiasing
works applied Lagrange multipliers [7] to combine the two objectives of this con-
straint optimization problem into a single loss function [42,41,38,22]. We gener-
alize this from debiasing to the discouragement and encouragement of arbitrary
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features, where D refers to the set of features that should be discouraged and E
to the set of features that should be encouraged. To model the resulting multi-
objective optimization problem, we apply the method of weighted sums [24].
With ci being a measure of the influence of feature i on the model’s prediction
process, λ ∈ R≥0 as a weight factor and L as the standard maximum-likelihood
loss for network parameters θ, the loss function for general feature steering is
defined as:

L′(θ) = L(θ) + λ

(∑
i∈D

||ci|| −
∑
i∈E

||ci||

)
. (1)

For || · ||, we consider the L1 and L2 norms.

3.2 Feature Attribution

To calculate our loss function in practice, the influence ci of the features whose
influence should be steered needs to be determined in every step of the training.
The process of determining the influence of specific features is referred to as
feature attribution [22].

Contextual decomposition (CD) [30,44] determines the influence of a specific
feature by decomposing the output of the model into a linear combination of the
influence of the feature and the influence of all other features. This decomposition
is iteratively computed from a decomposition of the input within a single forward
pass. Therefore, contextual decomposition is designed to determine the influence
of features that can be represented as a subset of the inputs of the model.

Reimers et al. [38] model the process of supervised learning via a structural
causal model (SCM) [34]. Using this SCM and Reichenbach’s Common Cause
Principle [37], they derive that the binary question of whether or not a feature
influences the prediction of a model boils down to a simple conditional inde-
pendence test [40]. A feature Xi influences the prediction of a model if it is
statistically dependent on the corresponding prediction Ŷi of the model given
the ground truth Yi:

Xi��⊥⊥ Ŷi | Yi. (2)

The authors extend this to a quantitative measure of feature attribution by
considering the test statistic of independence tests. We follow their approach and
use the conditional mutual information (CMI) [25] and an extended version of the
Hilbert Schmidt independence criterion (conditional HSIC) [38,16] to determine
the influence of features.

Implementation Details for Reimers et al. The feature attribution ob-
tained with CMI as I(Xi; Ŷi|Yi) can take infinite values, which would lead to
infinitely large weight changes. This problem occurs if the model’s prediction
can be fully described by Xi and Yi since the CMI describes how much addi-
tional knowledge of x ∈ Xi reduces the uncertainty about Ŷi when y ∈ Yi is
already known [25, Section 8.1]. Therefore, we transform the CMI into a finite
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interval with a transformation t that is based on a similar transformation pro-
posed by Linfoot [20] for mutual information. For the CMI Ii = I(Xi; Ŷi|Y ) with
respect to feature i we define t as:

t(Ii) =
√

1− e−2·Ii . (3)

We estimate the CMI with an estimator proposed by Zan et al. [48]. Even
though the CMI can generally be considered strictly positive, these estimates
may be negative [36]. Due to the definition of the square root, t cannot be
applied to these negative estimates. To avoid saturation, we do not set t to
a fixed value for negative estimates but instead proceed similarly to straight-
through estimators [47] and apply an identity transformation:

ci =

{
t(Ii) for Ii > 0

Ii for Ii ≤ 0.
(4)

Consequently, we also apply the identity transformation instead of the L1 or L2
norm to the resulting negative feature attributions. Otherwise, a negative feature
attribution would result in a larger loss than positive feature attributions with
a smaller magnitude, even though features with negative feature attributions
have less influence on the model’s prediction process than features with positive
feature attributions.

3.3 Theoretical Considerations

Our loss function consists of two components modeling the two separate objec-
tives of feature steering: The maximum-likelihood loss seeks correct predictions
for the original distribution while the feature steering part implements the ma-
nipulation of the feature influence.

For both very small and very large values of the weight factor λ, one of
the two components dominates the loss. In the case of very small values of
λ the maximum-likelihood loss dominates and we expect no feature steering
to be performed. For very large values of λ, the feature steering component
dominates and we expect the model to disregard the desire for correct predictions
potentially leading to pathological solutions. Since we are interested in both
objectives, we have to select λ as a tradeoff between these two extremes.

4 Datasets

We test our feature steering approach on two datasets of different complexity.
Our evaluation starts with a small regression-based example and is then extended
to feature steering in an image classification setting.
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4.1 Redundant Regression Dataset

We first examine the fundamental behavior of our method on a small regres-
sion dataset, to which we add redundant information. That is, we create a low-
dimensional linear regression problem and perform a dimensionality expansion
of the input variables to add redundant information.

Low-Dimensional Regression Dataset. Our regression-based dataset is gen-
erated from a linear regression problem with standard-normal distributed ran-
dom variables X0, ..., X5 and standard-uniformly distributed regression coeffi-
cients β0, ..., β5. That is, the target variable Y is calculated as:

Y =
∑

i=0,...,5

βiXi. (5)

Redundancy. We want to evaluate our method on a dataset that has redun-
dant features because we motivate feature steering as encouraging a model to
select particularly favorable features out of multiple alternatives for prediction.
To generate redundancy between features in our regression problem, we borrow
from latent factor analysis (FA) [5,6]. Concretely, we consider the input vari-
ables of our regression problem as unobserved “latent variables” from which the
observed redundant “manifest variables” are generated [5, Chaper 1]. Generating
the manifest variables is the inverse problem to the common procedure in FA of
identifying the latent variables from the manifest variables.

We select the principal component analysis (PCA) [35,19] as our method for
FA because contrary to general FA [8, p. 585] it has an explicit inverse. PCA
models a special case of FA analysis that assumes that the observations are
generated as linear combinations without an additive noise term [5, p. 52].

Because it can be regarded as a method for dimensionality reduction, our ap-
proach of performing an inverse PCA can be seen as a dimensionality expansion
of a small number of random variables, which introduces redundancy. Afterward,
we verify that each considered subset of the created high-dimensional manifest
variables still contains all information of the low-dimensional latent variables.

PCA performs a transformation that maximizes the variance of the projected
data [8]. For this, the data is made zero-mean and then transformed with the real
orthogonal matrix UT where the columns of U = (u1, ..., un) are the eigenvectors
corresponding to the sorted eigenvalues of the empirical covariance matrix. When
performing a dimensionality reduction from n manifest variables to m latent
variables with n > m, the data is transformed with U′T , where U′ = (u1, ..., um)
consists of the first m columns of U.

Since we are interested in an inverse PCA with dimensionality expansion,
we generate our observations xn of the manifest variables from the generated
instances xm of the latent variables as:

xn = U′xm. (6)
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That is, to generate the observed manifest variables, we uniformly sample U ∈
R9×9 as a random orthogonal matrix with standard-normal distributed coeffi-
cients based on the Haar measure [28,10]. We obtain U′ ∈ R9×6 by selecting six
columns from U to add redundancy of three features.

To guarantee the desired redundancy, we can ensure that no information from
the latent variables is lost when only considering 6 out of the 9 manifest variables
by proving that the latent variables can be reconstructed from the subset of
manifest variables. We achieve this by checking the matrix constructed from the
rows of U′ generating the considered manifest variables for left invertibility [45].

4.2 Colored MNIST

Colored MNIST [2] was created by Arjovsky et al. as an adapted version of the
MNIST dataset [9] for hand-written digit recognition that is designed for the
evaluation of debiasing methods.

The authors introduce colored digits and use the additional color information
to propose the following binary task: First, they split the images of MNIST into
digits < 5 and ≥ 5. Each group represents one of the binary classification labels.
However, the authors flip this label with a probability of 0.25. Then, they color
the digits based on the label. Similarly to the label, the color is flipped with
a certain probability as well. Following Arjovsky et al., we assign the colors so
that red digits are generally associated with label 1 and a digit < 5 and green
digits are generally associated with label 0 and a digit ≥ 5.

Arjovsky et al. set the color flip probabilities such that in the training dataset
the label is more closely associated with the color than with the digit, but not in
the test dataset. That is, a model is driven towards learning the color information
as a bias, which hurts generalization to the test distribution. This allows the
authors to evaluate their debiasing methods. We follow Arjovsky et al. and create
our training environment with a color flip probability of 0.2. To be able to
perform hyperparameter tuning, the validation environment is created equally.
Then, the test environment is created with a color flip probability of 0.5 so that
there is no spurious association between color and label in this environment.

Dataset Statistics. We show that for the training distribution, the maximum
performance of a model cannot be improved with additional knowledge of the
digits compared to only knowing their color. To demonstrate this, we show the
optimal decision strategy does not change with additional knowledge of the dig-
its. As a consequence, the minimal error under the optimal decision strategy
is the same under both circumstances. This indicates that only with successful
debiasing a model is incentivized to learn digit recognition when trained on the
training distribution.

The optimal decision strategy when only knowing a digit’s color is predicting
the label that has the higher probability given the color. The probabilities can
directly be inferred from the color flip probabilities. For red digits label 1 and
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for green digits label 0 is predicted:

P(Label = 1|Color = red) = 0.8, (7)
P(Label = 0|Color = green) = 0.8. (8)

With additional knowledge of the digit, the optimal decision strategy consists
of predicting the label that has the highest probability given the color and digit.
The required conditional probabilities can be calculated via joint probabilities
following the definition of the conditional probability of random variables [27,
p. 151] (for more details see Appendix A.1):

P(Label = 1|Color = red,Digit < 5) > 0.5, (9)
P(Label = 1|Color = red,Digit ≥ 5) > 0.5, (10)
P(Label = 0|Color = green,Digit ≥ 5) > 0.5, (11)
P(Label = 0|Color = green,Digit < 5) > 0.5. (12)

The optimal decision strategy still consists of predicting 1 for red digits and 0
for green digits.

Since the optimal decision strategy has not changed, the minimum error E
achievable under the optimal decision strategy when only knowing the color and
also with additional knowledge of the digit is the same under both circumstances
and can be calculated as:

E =
∑

c∈{red,green}

P(False Prediction|Color = c) · P(Color = c)

= 0.2 · 0.5 + 0.2 · 0.5 = 0.2.

(13)

This shows that a model following the optimal decision strategy can achieve
an accuracy of 0.8. In other words, a model reaching a higher accuracy on the
training dataset of Colored MNIST must have memorized training samples.

5 Experiments

We test our feature steering method on the two datasets presented in the previous
section and demonstrate that it makes both discouragement and encouragement
of features possible. Additionally, we examine the model behavior depending on
the choice of the weight factor λ.

5.1 Evaluation Metrics

First, we describe how the success of our feature steering method is evaluated.
Designing an evaluation metric for feature steering is non-trivial because it has
to encompass both objectives of feature steering: Correct predictions and ma-
nipulation of the influence of individual features.
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Debiasing. In debiasing, it is common to have a training and a test dataset
that only differ with respect to the spurious association between bias and label,
which is only present in the training distribution. Under the assumption that
the model is incentivized to learn the bias when trained on the biased training
distribution, debiasing can be evaluated via the performance on the unbiased
test dataset. As long as we are only interested in the absolute discouragement
of features, we can follow this evaluation approach for feature steering.

General Feature Steering. The evaluation approach for debiasing cannot be
applied to general feature steering because it implicitly fixes the desired strength
of the feature steering to a total discouragement. Since feature steering also in-
cludes partial discouragement or encouragement of features, we choose to eval-
uate both feature steering objectives separately.

To ensure correct predictions on the original distribution, we consider the
generalization error on the test dataset. To evaluate the manipulation of the
influence of the specific features on the model’s prediction process, similarly
to debiasing, we evaluate the performance of the models on a dataset with a
distribution shift where there is no spurious association between the feature of
interest and the label. For our regression dataset, this can easily be created
by replacing the input that corresponds to the feature of interest with random
normal-distributed noise with the same mean and variance as the original feature.

To measure the influence of a feature i we consider the difference in perfor-
mance on the original dataset and the dataset with a distribution shift for i. As
both datasets have the same labels, a difference in the maximum-likelihood loss
on the datasets can only be attributed to the feature i or its interactions. We
additionally normalize this difference to compare the feature steering effect on
different datasets.

For a model trained with weight factor λ that achieves a maximum-likelihood
loss of E(λ) on the original dataset and Ei(λ) on the version manipulated for
feature i, the influence influence(λ, i) of this feature on the model’s prediction
process is calculated as:

influence(λ, i) =

∣∣∣∣Ei(λ)− E(λ)
Ei(0)− E(0)

∣∣∣∣. (14)

5.2 Results on Redundant Regression Dataset

We generate 9 instances of the redundant regression dataset presented in Section
4.1 with different regression coefficients β0, ..., β5 and transformation matrices
U ′. For each dataset, we generate 1400 training samples and 300 datasets for
evaluation. Since we introduce a redundancy of three variables we perform dis-
couragement and encouragement with respect to the first three observed manifest
variables.

Our evaluations are conducted with a network that consists of an initial linear
layer with rectified linear units (ReLUs) [12,43,32] as activation functions and
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(b) Encouragement (Ours)

Fig. 1: Evaluation of the feature selection. We perform encouragement and dis-
couragement of the first three observed variables for each of the 9 instances of
the redundant regression dataset with our feature steering method using L2 loss.
The feature steering objective is evaluated based on the feature influences (as
described in Section 5.1).

the same size as the network input followed by a linear output layer (for more
details on the training process see Appendix A.2). The weights are initialized
with Xavier initialization [14] and biases to zero. Optimization is performed with
PyTorch’s default AdamW implementation [23] and learning rate δ = 0.01 for
90 epochs. We follow standard practice for a linear regression problem and train
with the mean-squared error as our loss function.

Ablation Study. We examine the model behavior when discouraging and en-
couraging the first three observed manifest variables with our feature steer-
ing method depending on the weight factor. In our experiments, we perform
discouragement and encouragement separately. That is, we limit Equation 1
to either D or E being the empty set. For this, we consider weight factors
λ = 10−3, 10−2, ..., 109. The feature attributions for our feature steering method
are obtained with contextual decomposition (CD) [30,44] and following Reimers
et al. [38] with CMI.

The evolution of the feature influence determined as described in the previous
section is shown in Figure 1. The prediction performance is measured via the
mean-squared error on the validation dataset, which can be found in Table 1. In
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Table 1: Evaluation of the prediction correctness. We consider the maximum-
likelihood loss on the test distribution averaged over the instances of the dataset
to evaluate the correctness of the predictions generated for encouragement and
discouragement of the first three observed variables with L2 loss. In conjunction
with Figure 1, λ can be selected as a tradeoff between feature steering and correct
predictions.
λ Discouragement Encouragement (Ours)

CD Reimers (CMI) CD Reimers (CMI)

λ = 0 0.000±0.000 0.000±0.000 0.000±0.000 0.000±0.000

λ = 0.01 0.000±0.000 0.000±0.000 45.500±61.339 0.000±0.000

λ = 1 0.002±0.002 0.000±0.000 9.373 · 106±6.873 · 106 0.005±0.001

λ = 100 0.029±0.031 0.032±0.009 5.218 · 107±5.903 · 106 0.413±0.034

λ = 104 0.657±0.107 0.911±0.117 5.461 · 107±7.410 · 106 1.753±0.301

λ = 106 0.980±0.232 0.957±0.102 5.764 · 107±1.087 · 107 1.873±0.345

the following, we only consider the observations for the L2 loss but the results
for the L1 loss are very similar (see Appendix A.2).

We find that feature steering generally appears to be successful. However,
recall from Section 3.3 that extreme values of the weight factor λ are expected
to lead to suppression of one of the feature steering objectives. We can partic-
ularly observe this pathological behavior for encouragement with CD (see Ap-
pendix A.2). Additionally, we observe that the feature steering is very sensitive
to λ.

5.3 Results on Colored MNIST

For Colored MNIST, we discourage the color as a spurious bias feature. The
experiments are performed with the baseline architecture presented by Arjovsky
et al. in their introduction of Colored MNIST [2].

We perform feature attribution for our feature steering method with the
conditional-independence-based feature attribution method by Reimers et al.
[38]. Because this method expects batched learning, we adapt the training pro-
cess for batched learning with a batch size of 100, similar to the experiments
on the redundant regression dataset. We train the network for 50 epochs (see
Appendix A.3).

Ablation Study. We perform discouragement of the color for weight factors
λ = 10−3, 10−2, ..., 109 with feature attributions generated with the conditional-
independence-based method proposed by Reimers et al. [38]. The feature steering
results evaluated as binary accuracies for L2 loss can be found in Figure 2 (for
L1 loss, see Appendix A.3).

Due to the construction of Colored MNIST, a successful feature steering
should be indicated by an increase in test accuracy. When applying our method
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Fig. 2: Evaluation of discouragement on Colored MNIST. For Colored MNIST,
we attempt to discourage the model from using the digits’ color for prediction.
For this, we follow Reimers et al. [38] to generate feature attributions with
CMI and conditional HSIC. Because the bias is only present in the training
and validation dataset, the success of discouragement can be observed as an
increase in test accuracy. An accuracy above 0.8 on the training dataset indicates
memorization.

with feature attributions generated with the conditional-independence-based
method by Reimers et al. and conditional HSIC, we can observe an increase
in accuracy from 0.58 to 0.70. With feature attributions based on CMI, we do
observe such a clear increase.

Since we have shown in Section 4.2 that the maximum accuracy on the train-
ing distribution achievable under the optimal decision strategy without memo-
rization is 0.8, we can conclude from the observations that the model overfits to
the training data. However, this does not seem to impact the generalization to
the validation dataset. Our feature steering method appears to stop this memo-
rization even when performed with CMI without impacting the performance on
the validation dataset.

6 Conclusions

In this work, we address the alignment of the feature selection process with
domain knowledge. In contrast to prior works from the area of debiasing, we
present a method that allows for both the discouragement and encouragement
of arbitrary features. Our evaluation indicates that it can be used to integrate
domain knowledge about well-established features during the model training,
aiming at the improvement of the generalization capabilities of and trust in
machine learning models.
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We observe that our method is very sensitive to the weight factor λ. Addi-
tionally, pathological solutions like extreme model outputs for extreme discour-
agement or encouragement have to be avoided.

We only consider loss-based feature steering. In the future, we plan to in-
vestigate other how feature steering can be achieved by other regularization
methods like a manipulation of the sampling process. It would also be beneficial
to further investigate the evaluation of feature steering. This includes the devel-
opment of an evaluation metric that can fairly incorporate both the correctness
of predictions and the success of feature steering.
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