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Abstract. Hand action recognition is essential. Communication, human-
robot interactions, and gesture control are dependent on it. Skeleton-
based action recognition traditionally includes hands, which belong to
the classes which remain challenging to correctly recognize to date. We
propose a method specifically designed for hand action recognition which
uses relative angular embeddings and local Spherical Harmonics to cre-
ate novel hand representations. The use of Spherical Harmonics creates
rotation-invariant representations which make hand action recognition
even more robust against inter-subject differences and viewpoint changes.
We conduct extensive experiments on the hand joints in the First-Person
Hand Action Benchmark with RGB-D Videos and 3D Hand Pose An-
notations, and on the NTU RGB+D 120 dataset, demonstrating the
benefit of using Local Spherical Harmonics Representations. Our code is
available at https://github.com/KathPra/LSHR_LSHT.

Keywords: Hand Action Recognition · Spherical Harmonics · Rotation
Invariance · Relative Angular Embeddings.

1 Introduction

Hand actions are everywhere. They can be observed during conversations, and
provide valuable information about the atmosphere, hierarchy, backgrounds,
and emotions. Furthermore, their fine-grained differences make hand actions
a challenging recognition task. Skeleton-based action recognition naturally con-
tains hand actions, which remain challenging to distinguish between. Especially
human-computer interactions require the accurate recognition of hand actions in
order to understand e.g. air quotes or the thumbs-up gesture. When hand action
recognition is further optimized, a vast field of applications stands to benefit
from it; hand motion understanding in the medical field, gesture control, and
robotics are mere examples. Moreover, the increasing number of online interac-
tions creates many scenarios when only a subset of the body joints is available
for action recognition. Out of all body joints, hand joints are most likely to be
included in digital recordings and have an expressive nature. We thus focus on

https://github.com/KathPra/LSHR_LSHT
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Fig. 1. Hands should receive particular emphasis as they contain the highest joint
density and their mutual interaction is key to recognising hand actions. Hand joints
(left) are first depicted as local spherical coordinates (middle) before being represented
in terms of their Local Spherical Harmonics (right). The hand joint representation is
then fed into the model as additional input.

hand actions explicitly and our proposed method allows to better distinguish be-
tween them. Since hands are very flexible, their embedding can benefit majorly
from a local, relative description.

Action recognition is an active field of research since the late 1990s [26]. First
advances into the field employed Recurrent Neural Networks [RNNs], among oth-
ers Long Short-Term Memory Networks [LSTM], to capture the action over time
[6,51,47]. Later, CNNs were fed action as a 2D map including semantic informa-
tion as features e.g., joint type, time stamp, and position [19,48,42,24]. In recent
years, Graph Convolutional Networks [GCN] are frequently employed and show
a strong performance [32,44,31,3]. In contrast to CNNs, GCNs can use the in-
herent structure of the skeleton data. The joints are represented as nodes in the
graph and the edges indicate their physical connections [31] or correlations [3].
Action recognition uses various forms of input data, ranging from RGB+Depth
video data to skeleton joint Cartesian coordinates extracted from videos. Us-
ing skeleton data increases model efficiency and enhances robustness against
variations in viewpoint and appearance [3,31,49]. In general, action recognition
greatly benefits from understanding hand motion [36,11], which motivates us
to focus particularly on hand joints. We describe each hand joint relative to
the remaining hand joints. This way, the inter-joint relationships are explicitly
included in the data and do not have to be inferred by the model.

We propose to represent fine-grained motion through angular embeddings
and local Spherical Harmonics, as visualized in Figure 1. We hypothesize that
local spherical representations are better suited than Cartesian coordinates for
several reasons: (1) Hand joints are very close in absolute position. When de-
picting them in terms of their relative position, small changes become more
apparent. (2) The mutual interaction between fingers within each hand is one of
the most important cues for action recognition. (3) Hands are very flexible. Con-
sidering their relative joint positions in terms of spherical projections facilitates
robustness to slight motion variations. In previous works, cylindrical [41] coor-



Local Spherical Harmonics Improve Hand Action Recognition 3

dinates have been shown to improve detection accuracy. We propose an angular
embedding based on local Spherical Harmonics representations [12] as we find
it suitable for describing the relative positions of the hand joints, i.e. modelling
inter-joint relationships. Further, the data transformation makes the represen-
tation more robust against inter-subject differences and viewpoint changes, as
it is partially rotation-invariant. We further propose hand joints’ Local Spheri-
cal Harmonic Transforms [12], a fully rotation-invariant representation. To our
knowledge, we are the first to employ Spherical Harmonics in the field of hand
action recognition.
This study’s main contributions can be summarized as follows:

1. We depict each hand joint in terms of its local neighbourhood to enable
better hand-action recognition.

2. We combine angular embeddings with the standard input as an explicit
motion description to better represent the hand’s inter-joint relationships.

3. We combine Spherical Harmonic Transforms with the standard input as
a rotation-invariant motion description to increase the robustness of hand
action recognition against viewpoint or orientation changes.

4. We show that angular representations, explicitly representing inter-joint re-
lations, can improve the egocentric hand action recognition on FPHA [11]
by a significant margin.

5. We further show that angular spherical embeddings can also be leveraged
by classical human skeleton-based action recognition models such as CTR-
GCN [3], improving hand-based action recognition accuracy.

2 Related Work

2.1 Skeleton-Based Action Recognition

Skeleton-based action recognition initially employed Recurrent Neural Networks
(RNN) to learn features over time [6,51,47]. Long Short-Term Memory Net-
works (LSTMs) were popular as they were able to regulate learning over time.
Furthermore, Temporal State-Space Models (TF) [10], Gram Matrices [50], and
Temporal Recurrent Models (HBRNN) [6] were popular choices. Prior to using
learned features, hand-crafted features were employed and achieved competi-
tive levels of accuracy compared to modern methods [37,11]. Lastly, Key-pose
models such as Moving Pose made use of a modified kNN clustering to detect
actions [46], whereas Hu et al. proposed a joint heterogeneous feature learning
framework [16]. Graph Convolution Networks (GCNs) for skeleton-based action
recognition have been proposed e.g., in [25,30,34,44,45] and are defined directly
on the graph, in contrast to Convolutional Neural Networks (CNNs). GCNs can
be divided into two categories, i.e. spectral [1,5,21,14] and spatial [44,3] methods.
While the research is mainly pushed in the direction of GCNs, CNNs and trans-
formers remain part of the scientific discourse on action recognition [7,15,43].

While different methods have been proposed over time, one main tendency
can be distilled from previous research: It is beneficial in terms of model accu-
racy to incorporate additional information [46,31,49,3,16,28]. Qin et al. [28] have
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included angles between several body joints into their model. Recently, multi-
modal ensembles have been shown to increase the overall accuracy [3,4,28]. While
skeleton-based action recognition mainly focuses on the whole body, e.g., the
popular NTU RGB-D 120 benchmark dataset [NTU 120] [23], several researchers
have seen the merit in focusing on hand actions [36,11], and among them, Gar-
cia et al. published the First-Person Hand Action Benchmark [FPHA] [11]. This
dataset consists of egocentric recordings of daily hand actions in three categories,
i.e. social, kitchen and office actions. Both datasets are included in this research.
It is our goal to advance skeleton-based hand action recognition. We thus limit
the review of skeleton-based action literature to the most relevant works.

2.2 Frequency Domain Representations for Action Recognition

Representing the skeleton information in the frequency instead of the spatial
domain has two main advantages. Firstly, noise can be removed more easily and
secondly, rotation invariance can be introduced. When transferring data from the
spatial to the frequency domain, the data is represented as a sum of frequencies.
When the input’s data format is Cartesian coordinates, a Fourier Transformation
is commonly used; when the input is spherical coordinates, Spherical Harmonics
can be employed. Besides the different input formats, these methods are equiva-
lent. They take a function and map it from the spatial domain to the frequency
domain by approximating it as sums of sinusoids [2]. Many previous works on
action recognition have employed Fourier Transformation [29,41,39].

Removing noise from human recording is always beneficial, e.g. when a wav-
ing hand is shaking, excluding the shaking, a high-frequency motion, makes it
easier to correctly identify the action. Since the frequency domain data is com-
plex, it has to be transformed in order to be fed into standard neural networks.
Using the magnitude, a representation invariant to rotations, renders data nor-
malization superfluous [35] and can improve recognition accuracies in use cases
with varying viewpoints.

2.3 Spherical Harmonics in 3D Point Clouds

We are the first to employ Spherical Harmonics in skeleton-based action recog-
nition to our knowledge. In 3D Point Clouds however, Spherical Harmonics
are explored to make data representations robust or equivariant to rotations
[8,27,33]. Esteves et al. [8] map 3D point clouds to spherical functions and pro-
pose spherical convolutions, which are robust against random rotations. Simi-
larly, Spezialetti et al. propose a self-supervised learning framework for using
spherical CNNs to learn objects’ canonical surface orientation in order to detect
them independent of SO(3) rotations [33]. Poulard et al. [27] propose spherical
kernels for convolution which directly operate in the point clouds. Li et al. [22]
compare several aforementioned methods [8,27,33] in settings where the data
points are either rotated around one or all three axes during training. They
highlight the strong performance of SPH-Net [27] whose accuracy remains on
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the same level independent of the number of axis rotated around during train-
ing. Fang et al. [9] points out the superiority of common CNNs over Spherical
CNNs. Hence, we employ Spherical Harmonics as embeddings to which standard
CNNs or GCNs can be applied.

3 Method

We propose multi-modal hand joint representations from which our model learns
feature representations. Skeleton-based action recognition generally uses the five-
dimensional Cartesian coordinates X ∈ RN×M×C×T×V , where N describes the
batch size, M the number of persons in the action recording, C the channel
dimension, T the number of frames, and V the number of joints. We combine
the Cartesian coordinates with a local embedding, created using Spherical Har-
monics basis functions.

3.1 Local Spherical Coordinates

We first incorporate the hand joints’ local neighbourhood by using each joint
as the center of the coordinate system once while depicting the other joints’
position relative to the center joint, as shown in Figure 2. We combine the
local representations of all hand joints to capture fine-grained motion e.g., the
differences between "making ok sign" and "making peace sign", even though the
absolute positions of the thumb and index finger are very similar between both
actions.

Fig. 2. Conversion between Cartesian global coordinates (left) and local spherical co-
ordinates (right), where all coordinates are computed relative to each other joint. The
global coordinates are Cartesian, while the local coordinates are spherical.

This transforms X ∈ RN×M×C×T×V into Xloc ∈ RN×M×C×T×V×V where
the last dimension contains the joint’s local neighbourhood relative to its center
joint’s position. We compute the local neighbourhood for all hand joints, as we
expect to gain the biggest advantage from investigating their local neighbour-
hood.
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Moreover, we convert the local coordinates from Cartesian to Spherical co-
ordinates as their angles are more suitable for describing hand motion than
positions. Spherical coordinates consist of three values (r, θ, ϕ) and are used to
describe point positions in 3D space, as visualized in Figure 3 (a). They can
be computed using Cartesian coordinates as inputs. The radius r ∈ [0,∞) is
defined as the length of the vector from the origin to the coordinate point,

i.e. r =
√

x2 + y2 + z2. The polar angle θ = arctan

√
x2+y2

z describes the point’s
latitude and is defined for θ ∈ [0, π]. The azimuthal angle ϕ = arctan y

x describes
the point’s longitude and is defined for ϕ ∈ [0, 2π]. The azimuth describes the
point’s location in the xy-plane relative to the positive x-axis.

3.2 Spherical Harmonics based Hand Joint Representations

We propose angular embeddings and Spherical Harmonics as novel representa-
tions for hand action recognition, which we realize through local spherical coor-
dinates. All Spherical Harmonics-based representations naturally offer a coarse
to fine representation while being interpretable in terms of frequency bands de-
veloped on a sphere. This includes representations using the Spherical Harmonics
basis functions and the full Spherical Harmonic Transform. Moreover, the mag-
nitude of Spherical Harmonic Transforms is rotation-invariant which is a helpful
property for hand action recognition [12].

Figure 3 visualizes how we first transform the hand coordinates from Carte-
sian to spherical coordinates (a) before representing them in terms of their Spher-
ical Harmonic basis functions (b).

 

   

Θ

φ

x

y

z

r

(a) (b)

Fig. 3. (a) Conversion between Cartesian coordinates (x, y, z) and spherical coordi-
nates (r, θ, ϕ). Spherical coordinates consist of the radius r, the polar angle θ and the
azimuthal angle ϕ; (b) Visualization of the real part of Spherical Harmonics, where red
indicates positive values while blue indicates negative values. The distance from the
origin visualizes the magnitude of the Spherical Harmonics in the respective angular
direction.

A function on the sphere can be represented in Spherical Harmonics as

f(θ, ϕ) =

∞∑
ℓ=0

m=ℓ∑
m=−ℓ

aℓmY ℓ
m(θ, ϕ) (1)
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with

Yℓ,m(θ, ϕ) =

√
(ℓ−m)!(2ℓ+ 1)

(ℓ+m)!4π
eimϕPm

ℓ cosθ (2)

where Y ℓ
m(θ, ϕ) are the Spherical Harmonics basis functions and the ! indicates

a factorial operation. Spherical Harmonics take two spherical coordinates as
input, the azimuth θ and the polar angle ϕ. They further include the associated
Legendre polynomial Pm

ℓ and have the parameter degree ℓ, in accordance to
which the order m is set, i.e. m ∈ [−ℓ, ℓ]; both ℓ and m are real numbers.
The magnitude of the Local Spherical Harmonics basis function Representation
[LSHR] is invariant against rotations around the y-axis, since the magnitude of
the complex exponential function is 1. The magnitude of the Local Spherical
Harmonic Transforms [LSHT] is SO(3) rotation invariant. We argue that such
representations are beneficial when learning to recognize hand actions across
different views. We further expect these representations to support recognition
in spite of hand orientation differences between subjects.

The Spherical Harmonics for ℓ ∈ {1, 2} are employed for skeleton-based hand
action recognition, as visualized in Figure 3 (b). The inclusion of ℓ = 0 does not
contain action-specific information, and we assume that all relevant information
is contained within the first two bands, i.e. ℓ ≤ 2. The parameter ℓ is defined as
the number of nodal lines, or bands, thus with larger ℓ, higher frequencies are
represented; the removal of high frequencies reduces the noise in the data.

The chosen Spherical Harmonics representation is stacked along the channel
dimension and concatenated to the original input. Since Spherical Harmonics are
complex numbers, i.e. x = a+bi, they cannot directly be fed into standard neural
networks. They need to either be represented by their real and imaginary parts,
or by their magnitude and phase. When using a single part, the representation
is no longer complete and the input cannot be recovered entirely. The real and
imaginary parts are a complete representation of the complex number. When
only the real or only the imaginary part is used, the representation is no longer
complete, mathematically speaking. The magnitude has the property of being
rotation-invariant [12].

3.3 Models

We include angular embeddings, a local Spherical Harmonics representation
(LSHR), and Spherical Harmonic Transforms (LSHT) both in a simple baseline
model (GCN-BL) and an advanced model (CTR-GCN), both proposed by Chen
et al. [3]. The Channel-wise Topology Refinement Graph Convolution Model
(CTR-GCN), proposed by Chen et al., achieves state-of-the-art results with a
clean model architecture and a small number of epochs [3]. Both models are de-
scribed in the subsequent paragraph, closely following Chen et al.’s description.
They each consist of 10 layers, where each layer contains both a spatial graph con-
volutional network (GCN) module and a temporal convolutional network (TCN)
module. While the CTR-GCN model learns a non-shared topology for the chan-
nels and dynamically infers joint relations during inference, the GCN-BL model
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learns a static topology shared between all channels. Further implementation
details can be found in the supplementary material.

3.4 Evaluation

The angular embeddings and Spherical Harmonics are evaluated in terms of their
accuracy improvement both on all body joints [Imp.] and with a focus on hand
joints [Hand Imp.]. During training, we randomly rotate the input data.

The local Spherical Harmonics representations are concatenated to the stan-
dard model input, the Cartesian coordinates, before the first layer. This causes
a negligible increase in the number of parameters since only the input dimen-
sionality is modified but not the layer outputs. When evaluating the effect of
hand joints’ angular embeddings or Spherical Harmonics, the model is com-
pared to the original implementation. In order to maintain the data structure
of X ∈ RN×M×C×T×V , zeros are inserted for all non-hand joints. Our ablation
studies contain a model trained exclusively on angular embeddings evaluated on
FPHA [11]. Furthermore, the NTU120 [23] ablations include a baseline model
of identical dimensionality, where random numbers replace the angular embed-
dings.

4 Experiments

4.1 Datasets

The benefits of Local Spherical Harmonics representations (LSHR) and Lo-
cal Spherical Harmonic Transforms (LSHT) of hand joints are shown on two
datasets: Mainly, the First-Person Hand Action Benchmark is assessed.

Fig. 4. Visualization of hand joints
in First-Person Hand Action Bench-
mark [11] (own visualization).

It is created by Garcia-Hernando et al. [11]
and consists of shoulder-mounted camera
recordings of six subjects each performing 45
action classes four to six times. The dataset
contains 1175 skeleton recordings over time,
including the wrist and four joints for each
finger as shown in Figure 4. This dataset
is split 1:1 into train and test sets. The
viewpoints differ between recordings, which
makes the recognition simultaneously Cross-
Subject and Cross-Setup tasks.

Secondly, the benchmark dataset NTU
RGB+D 120 [23] is employed. It contains 120 action classes, which can be split
into daily, medical, and criminal actions [23]. The dataset contains 114,480 videos
featuring 106 distinct subjects in 32 scenarios (camera height and distance to
subject). The dataset can be evaluated in two settings, i.e. Cross-Subject and
Cross-Setup. In the Cross-Subject evaluation, the 106 subjects are split into the
train and test set. In the Cross-Setup setting, some recording angles and back-
grounds are exclusively used for training, while others are used for testing. Both
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cases have the same train-test split, i.e. 1:1. The computation of local Spherical
Harmonics was exclusively done for the eight hand joints, i.e. both left and right
wrist, hand, thumb, and finger.

4.2 Implementation Details

Experiments are conducted on NVIDIA Tesla V100 GPUs with the PyTorch
learning framework. The models proposed by Chen et al. [3], GCN-BL and CTR-
GCN, have the same hyperparameter settings, i.e. SGD with a momentum of
0.9, weight decay of 0.0004, and training for 65 epochs including 5 warm-up
epochs. The learning rate is initialized with 0.1 and decays by a factor of 0.1 at
epochs 35 and 55. The batch size is 64 and all action recordings are resized to 64
frames. For the FPHA dataset, a batch size of 25 was chosen, due to the smaller
size of this dataset. Experiments are run on AMD Ryzen 9 5900x.

4.3 Experimental Results

Experiments on the First-Person Hand Action Benchmark (FPHA) demonstrate
the strength of angular embeddings, a local Spherical Harmonics representation
[LSHR], as shown in Table 1. The model accuracy increases for both the GCN-
BL [3] and the CTR-GCN [3] model. We ablate our method by selecting angular
embeddings as the sole model input; they outperform the original model by
a large margin. The original CTR-GCN model suffers from severe overfitting
causing their test accuracy to remain below the GCN-BL model’s test accuracy.
The original GCN-BL model overfits less and thus has a higher accuracy.

Method Param. Rotation Acc (%)Invariance
GCN BL 2.1 M ✗ 80.52
+ LSHR (R&I) 2.1 M ✗ 88.35
+ LSHR (M) 2.1 M ✓ 89.04
+ LSHT (M) 2.1 M ✓ 87.30
excl. LSHR (M) 2.1 M ✓ 83.83*
CTR-GCN 1.4 M ✗ 74.26
+ LSHR (R&I) 1.5 M ✗ 90.26
+ LSHR (M) 1.5 M ✓ 92.52
+ LSHT (M) 1.4 M ✓ 89.04
excl. LSHR (M) 1.5 M ✓ 85.57*

Table 1. Evaluation of the GCN-BL [3] and CTR-GCN [3] Model with Local Spherical
Harmonics Representations [LSHR] and Local Spherical Harmonic Transforms [LSHT]
evaluated on FPHA [11] using the real and imaginary parts (R& I) or the rotation-
invariant magnitude (M), compared against the original model, and LSHR exclusively
(*). Our Method significantly increases accuracy.

As Table 1 shows, the largest increase over the original model is achieved with
the CTR-GCN model, using the rotation-invariant magnitude of the angular
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embedding, a local Spherical Harmonics representation [LSHR] (+18%). Local
Spherical Harmonic Transforms [LSHT] also outperform the original model by
a large margin (+15%). The results indicate that learning a local relative hand
representation directly from the basis functions is favourable over employing
their Spherical Harmonics. The performance of the GCN-BL model differs from
the CTR-GCN model, possibly due to the design of the model. While GCN-
BL has a shared topology, the CTR-GCN model uses a channel-wise topology.
Further angular embedding formats are reported in the supplementary material.

When comparing our method to others evaluated on the first-person hand
action benchmark, we clearly outperform previous models by a large margin, as
shown in Table 2. Our accuracy is 7% higher than the best previously reported
model using the Gram Matrix [50].

Method Acc (%)
1-layer LSTM [11] 78.73
2-layer LSTM [11] 80.14
Moving Pose [46] 56.34
Lie Group [38] 82.69
HBRNN [6] 77.40
Gram Matrix [50] 85.39
TF [10] 80.69
JOULE-pose [16] 74.60
TCN [20] 78.57
LEML [18] 79.48
SPDML-AIM [13] 78.40
SPDNet [17] 83.79
SymNet-v1 [40] 81.04
SymNet-v2 [40] 82.96
GCN-BL [3] 80.52
CTR-GCN [3] 74.26
Ours 92.52

Table 2. Model Evaluation on First-
Person Hand Action Benchmark [11].
Our model using the magnitude of
the angular embeddings outperforms
all other models.

Our method is clearly superior when
evaluated on a hands-only dataset such as
FHPH [11]. Furthermore, when evaluat-
ing it on a body dataset, it remains supe-
rior to the original model’s performance.
We evaluate angular embeddings, a lo-
cal Spherical Harmonics representation
[LSHR], on the NTU120 dataset. For both
the Cross-Subject and Cross-Setup bench-
marks, we assess various input formats.
These benchmarks give further insights
into the performance of rotation-invariant
features. Within the Cross-Subject bench-
mark, we can evaluate the robustness of
angular embeddings and Spherical Har-
monics against inter-subject differences.
The Cross-Setup benchmark allows us to
evaluate the rotation-invariance of our
method explicitly. The results using the
GCN-BL model confirm the findings from
the FPHA dataset, that angular embed-
dings, a local Spherical Harmonics rep-
resentation [LSHR], increase the overall
model accuracy (see Table 3). This im-
provement is even larger when exclusively assessing hand-related action classes
[Hand Imp.]. The full list of hand vs. non-hand-related action classes can be
found in the supplementary material. In the Cross-Subject setting, the full spec-
trum, i.e. real and imaginary parts of angular embeddings, induces the largest
accuracy increase, as expected. In this case, the use of a rotation-invariant rep-
resentation is not as advantageous for cross-subject action recognition. In the
Cross-Setup setting, the largest accuracy increase was achieved when using the
magnitude of the angular embedding, in line with our expectations, that the
rotation invariant representation is well suited for this setting. The phase in-
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formation reduces model accuracy, as it contains rotation information and thus
hinders recognition when different viewpoints are compared. When investigat-

Dataset Format Rand. BL Ours Imp. Hand Imp.
Acc. (%) Acc. (%)

X-Sub

Real 83.89 84.38 ↑ +0.5 ↑ +0.9
Imaginary 83.89 84.39 ↑ +0.5 ↑ +1.0↑ +1.0↑ +1.0
Magnitude 83.89 84.20 ↑ +0.3 ↑ +0.3
Real & Imag. 83.18 84.01 ↑ +0.8↑ +0.8↑ +0.8 ↑ +1.0↑ +1.0↑ +1.0
Mag. & Phase 83.18 83.72 ↑ +0.5 ↑ +0.7

X-Set

Real 85.62 85.93 ↑ +0.3 ↑ +0.5
Imaginary 85.62 85.98 ↑ +0.4 ↑ +0.7
Magnitude 85.62 86.21 ↑ +0.6↑ +0.6↑ +0.6 ↑ +1.0↑ +1.0↑ +1.0
Real & Imag. 85.49 85.91 ↑ +0.4 ↑ +0.7
Mag. & Phase 85.49 85.39 ↓ −0.1 ↓ −0.5

Table 3. Format Comparison of the joint modality using GCN-BL with angular em-
beddings on NTU120. Our method increases overall accuracy (Imp.) and hand-related
action accuracy (Hand Imp.) compared to a random baseline (Rand. BL).

ing the differences between local angular embeddings, a local Spherical Harmon-
ics representation [LSHR], and Spherical Harmonic Transforms [LSHT] on the
NTU120 dataset, it becomes apparent, that the GCN-BL model benefits from
the inclusion of Local angular Spherical Harmonics Representations [LSHR].
The CTR-GCN model, however, achieves higher levels of accuracy when the
local Spherical Harmonic Transforms [LSHT] are employed.

Dataset Model Joint
Original LSHR LSHT

Acc. (%) (Ours) (Ours)
Acc. (%) Acc. (%)

X-Sub
GCN-BL Loc. 83.75 84.20 (↑ 0.5)(↑ 0.5)(↑ 0.5) 84.03 (↑ 0.3

Vel. 80.30 80.53 (↑ 0.2)(↑ 0.2)(↑ 0.2) 80.32 (±0)

CTR-GCN Loc. 85.08 85.31 (↑ 0.2)(↑ 0.2)(↑ 0.2) 85.27 (↑ 0.2)(↑ 0.2)(↑ 0.2)
Vel. 81.12 81.45 (↑ 0.3) 81.53 (↑ 0.4)(↑ 0.4)(↑ 0.4)

X-Set
GCN-BL Loc. 85.64 86.21 (↑ 0.6)(↑ 0.6)(↑ 0.6) 85.75 (↑ 0.1)

Vel. 82.25 82.41 (↑ 0.2)(↑ 0.2)(↑ 0.2) 82.25 (±0)

CTR-GCN Loc. 86.76 86.63 (↓ 0.1) 87.01 (↑ 0.3)(↑ 0.3)(↑ 0.3)
Vel. 83.12 83.32 (↑ 0.2) 83.42 (↑ 0.3)(↑ 0.3)(↑ 0.3)

Table 4. Single modality evaluation using local Spherical Harmonics representations
[LSHR], and rotation-invariant Local Spherical Harmonic Transforms [LSHT] on both
NTU120 benchmarks [23]. Rotation-invariant hand joint representations increase the
model’s accuracy.

The ensemble performance is increased by the inclusion of angular embed-
dings, local Spherical Harmonics representations [LSHR], or Spherical Harmonic
Transforms [LSHT] as reported in Table 5. The model using the full Local Spher-
ical Harmonic Transforms [LSHT] outperforms the other models by a small mar-
gin. As our method only includes joints, the bone modalities are always taken
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from the original model and do not contain any angular embeddings or Spherical
Harmonic Transforms.

Modality Method NTU RGB+D 120
X-Sub (%) X-Set(%)

Loc.
CTR-GCN 88.8 90.0
LSHR (full spectrum) 88.6 90.1
LSHR (rotation invariant) 88.8 90.0
LSHT (rotation invariant) 88.8 90.2

Loc. & Vel.
CTR-GCN 89.1 90.6
LSHR (full spectrum) 88.9 90.5
LSHR (rotation invariant) 89.1 90.6
LSHT (rotation invariant) 89.2 90.7

Table 5. Ensemble Evaluation of the CTR-GCN model in its original version compared
with two local Spherical Harmonics representations [LSHR], full-spectrum (real and
imaginary part) and rotation invariance (magnitude), and the full Spherical Harmonic
Transforms [LSHT]. LSHT outperforms all other models by a small margin.

We conduct further experiments on the NTU120 benchmarks comparing
rotation-invariant and complete angular embeddings, a local Spherical Harmon-
ics representation [LSHR], for which we report both the hand accuracy and the
overall accuracy in the supplementary material. As our method focuses on hand
joints, the hand accuracy increases are larger than the overall accuracy increases,
when compared to the original model.

5 Discussion & Conclusion

Our rotation-invariant joint representations on the basis of local Spherical Har-
monics improve skeleton-based hand action recognition. Their inclusion allows
us to better distinguish between fine-grained hand actions. Both the theoretical
framework and the experimental results affirm that hand joints’ local Spherical
Harmonics improve skeleton-based hand action recognition. We clearly outper-
form other methods the hands-only First-Person-Hand-Action-Benchmark [11].
The evaluations on the NTU120 Cross-Subject and Cross-Setup benchmarks fur-
ther confirm our findings. Our experiments have shown that rotation-invariant
hand representations increase robustness against inter-subject orientation differ-
ences and viewpoint changes, thus resulting in higher accuracy levels. On the
NTU120 dataset, the overall best model performance is achieved in the Cross-
Setup setting using the joint location modality, as expected due to the rotation
invariance of the features. The Cross-Subject setting benefited more from the
rotation invariance than expected, hinting that inter-subject differences can be
reduced using angular embeddings. Thinking of the action "making a peace sign"
exemplifies this, as different subjects have slightly different orientations of their
hands. We aim to open the door for future research in the adaptation of angular
embedding to this and other data modalities. Furthermore, the number of hand
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joints included in the NTU120 is four per hand, which appears to make the
sampling of additional data points a meaningful investigation.
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